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Abstract. AI technology is rapidly evolving and has vast potential for educational
applications. This paper focuses on the technical iterations that took place as our
project team developed a semi-intelligent conversational agent (CA) that uses
speech recognition to fire spoken prompts to promote caregiver-child interaction
as they read books aloud together. Situating this work in a design-based research
methodology, the technical iterations reported here are part of the iterative “build”
phase. (Easterday et al., 2018; Hoadley & Campos, 2022). The CA app promotes
conversations between caregivers and children by listening to the human dyads as
they read, matching their spoken words to marker words that would pinpoint the
page of the storybook the dyads are reading, and playing a prompt corresponding to
the page. The dynamic system that supports the app involvesmultiple components:
web accessible services, data processing services, and human outputs, and it has
gone through a combined seven iterations in three prototypes. Though a very small
part of the DBR cycle, the technical iterations presented here have the potential to
inform others interested in incorporating text-to-speech and other AI technologies
into educational applications. We close with considerations for future directions.

Keywords: Educational Technology · Early Literacy Software · Conversational
Agent

1 Introduction

Decades of research have shown that back-and-forth conversations between more
advanced readers, such as the parents, and novice readers, such as children, are essential
for children’s early literacy development [1–3]. These conversations can take place as
caregivers and their children shop at the grocery store [4, 5] or as they read books aloud
together. In fact, strategies have been developed to help caregivers engage children in
dialogic reading practices [6–8]. For example, as caregivers read a book to their child,
they may pause and ask children questions related to what they have been reading.
These questions might include asking the child what they see on the page (e.g., “Do you
seen an elephant?”), explaining vocabulary words (e.g., “What does the word vegetarian
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mean?”), or relating to something in their everyday life to a picture they are seeing in
the book (e.g., “What did you do the last time you went to the playground?”).

This backdrop of dialogic reading practices is the inspiration behind our educational
technology app. In this paper, we will highlight how we sought to promote dialogic
reading practices through innovative technologies. Specifically, we will begin by estab-
lishing the methodology with which we carried out our work. We will then describe
how the app works from both the user’s perspective and, to get a sense of the dynamic
system, from the perspective of a datum. We will also highlight the various challenges
that surfaced in our rounds of technical iterations. Finally, we will conclude with the
future directions.

2 Design-Based Research

Adhering to the advice of Reeves [9] that educational technology researchers should
make the goals more explicit, our work presented in this paper focuses on the develop-
ment goals and follows the iterations of development research. Specifically, the design
and development of the dialogic reading app is grounded in design-based research (DBR;
[10, 11]). DBR is a methodology used by educational researchers, designers, and devel-
opers to design and test out innovative approaches or technologies to improve learning.
The process of DBR often involves multiple cycles and iterations, often beginning and
ending with design principles and values [9–11]. After identifying our design values and
providing a general overview of how the app is supposed to function, we highlight the
iterations during the “build and test” phases of the DBR cycle.

2.1 Objectives and Design Values

Once “dialogic reading practices” had been identified as a goal, the team went on to
establish design principles/values for the app. In particular, the team decided that the
app must be:

• Easy to use
• Neither a distraction nor the centerpiece of the experience
• Accessible

In particular, the concept is to have the technology scaffold caregivers who otherwise
may not be following best-practices of dialogic readingwhile readingwith their children.
It should generate dialogue between the pair, and should neither be a distraction nor the
centerpiece of the experience. We envisioned caregivers and children reading a physical
book together while a conversational agent (CA) listened and guided the conversations
they were having. The human dyads’ conversations are the focal point the app serves
to promote. Therefore, unlike eBooks where the human dyads had to directly interact
with the technology (e.g., touch the screen to move on to the next page), we did not
want the caregivers or the children to stare at a screen/device. Because of the notably
lower language and literacy levels of students from socioeconomically disadvantaged
backgrounds [12], we also settled on targeting families with lower annual household
income. With this in mind, the technology must be accessible to most people (i.e., no
AR or VR that requires a high-end phone).
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3 The App: How It Works

3.1 Overview of the User’s Experience

To use the app, the caregiver (or the child) first chooses a physical book they want to
read (see Fig. 1). They select the book on the app and start the session. Once the “Start”
button is pressed, the CA starts listening in. When they read to a page with a preset
prompt, the device will play a chime sound alerting the human dyads that the CA is
about to speak. Following the chime, the CA will fire the audio prompt. These prompts
are meant as conversation starters between the caregiver and the child (i.e., the CA is not
meant to engage in a conversation with the dyads). The prompts also serve to model for
the caregivers the types of dialogic questions they could ask. For example, as a caregiver
reads page 4 of Corduroy where the writer describes how Corduroy was sad as Lisa (a
child in the story) and her mom walked away, a chime will sound followed by the CA
asking, “Why did Corduroy feel sad?” The human readers will then talk about what it
means to feel sad, why Corduroy was sad, etc., before they resume reading the book.

Fig. 1. Screenshots of the app. On the left, we see the book selection screen. On the right, we see
the screen (Prototype 3 Iteration 7) once the participant selected The Rainbow Fish.

3.2 Architecture

For the CA to work, a dynamic system was designed to connect the various moving
pieces (see Fig. 2). The system involves multiple components: web accessible services
(represented by ovals in Fig. 2), data processing services (rectangles in Fig. 2), and
human outputs (diamond in Fig. 2). An essential feature of the system, marker words
were created using n-grams: The books’ texts are first sent to the backend, where a script
written by our developer automatically determines the types (e.g. bi-grams, tri-grams)
and density of n-grams on each of the books’ pages. N-grams unique to individual
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pages are then identified as potential marker words. Content developers wrote dialogic
questions for the pages of the books containing unique marker words and then sent both
text and audio-recordings of the questions to the backend. These questions were then
ready to be played aloud any time a user’s recorded spoken words matched a recognized
marker word.

Let’s track the journey of a snippet of voice data to understand the system’s connec-
tions better. When a caregiver and a child want to read with the app, the caregiver opens
the app, grants microphone access, selects a book, and starts reading out loud. The voice
data snippet originates when the caregiver presses the “start” button on the app, and
leaves the front end immediately. When it reaches the backend, the snippet is appended
to a short mp3 file that then travels to Google and is transcribed into text. The text returns
to the backend, which converts it into an n-gram and tries to match it against n-gram
marker words. If a matching n-gram marker word is found, the prepared audio prompt
from the content developers is triggered and sent to the user-facing frontend, where it is
played on the caregiver’s device. Seemingly simple, this entire process continues until
the reader decides to pause or end the read-aloud session. A final copy of the entire mp3
audio file is sent to a secure archive. Along the way, metadata are created to indicate
session information, e.g. the time the caregiver accessed the app, the book selected, and
other de-identified details about the user. These metadata are also sent via the backend
to the secure archive.

Fig. 2. Interconnected system for the conversational agent app.
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4 The App: Technical Development Iterations

The system was not built all at once. Three prototypes that went through a combined
seven iterations were created prior to testing the app in usability and efficacy studies.
The first prototype, for example, used a robotic voice for the dialogic reading questions,
but had all of the essential functions. The second prototype iterated on the user interface,
swapped the robotic voice for a human recorded voice, and addressed feedback from
educational and literacy experts. The third and final prototype was the one deployed for
testing. Following, we detail the technical iterations from the Proof of Concept to the
final prototype (see Table 1 for an overview).

4.1 Proof of Concept

The initial proof-of-concept was a Python script that used PyAudio [13] to capture audio,
Google Cloud to transcribe it, and a system call to mpg321 [14] to play MP3 files. A
second Python script was written to identify unique words in a body of text which could
be used to determine when to play theMP3 files. That second script would then associate
these unique words, aka “markers,” with book pages and associated MP3 files. Next,
some sentences were written as filler content, and converted to MP3 files via Google
Text-To-Speech. Finally, the second script was run against a test book, The Very Hungry
Caterpillar, which had been transcribed to a text file.We immediately discovered that the
book contained very few unique words, and so to increase the likelihood of having more
markers we switched to The Snowy Day and added unique word pairs, aka “bigrams.”
We then successfully demonstrated that the entire process worked both in concept and
practice.

4.2 Prototype 1: Scalability, UI, Robotic Voice

Next, to both increase the scalability of the process, compatibility across platforms,
and minimize disk use (which is at a premium on low-end devices), we decided to
migrate the system onto the web. (See Table 1, Iterations 1 ~ 3.) For a back-end, we used
Django with Channels for three reasons. First, since the proof-of-concept was written
in Python, it allowed for simple porting of the demo codebase. Second, while streaming
over the web is typically done via something like RTMP, constraining all of the data
and messaging to a websocket allowed less system complexity. This allowed our tiny
team of one developer, two designers, and two researchers to minimize maintaining web
infrastructure. Third, Django is full- featured, allowing for development to be focused
on the interfaces and data, rather than on the nuts-and-bolts of webservers. PyAudio and
mpg321 were also both replaced by a front-end vanilla JavaScript app which captured
audio via the browser’s getUserMedia [15] method and played audio by loading MP3s
into HTML audio elements. The MP3 responses were generated algorithmically from
written textwhichhadbeen sent toGoogleText-To-Speech for voice synthesis, and stored
in the back-end for transmission over the websocket. These responses consequently
sounded robotic, due to their synthetic nature.

We then collaboratively generated user stories for three groups of users: reading
dyads, researchers, and content experts. Web apps were then written to support the three
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Table 1. Technical Iteration Descriptions. Each major prototype is separated by a line. After the
Proof of Concept, Prototype 1 went through iterations 1 ~ 3, Prototype 2 went through iterations
4 ~ 6, and Prototype 3 is currently on the 8th iteration.

Iteration # Description Feedback or Issues Revisions

0 Proof of Concept Not scalable Moved to web
architecture

1 Robotic voice with simple
questions in browser

Needed more UI Added more dyad UI,
such as ability to pause
recording and animated
character

2 More dyad UI Not enough books
Prompts were not
triggered well
Needed better artifact
capturing

Added interface to
easily add more content
Better n-gram matching
and filtering

3 Researcher/Content
Creator interfaces

Dyad UX issues such as
how interruptive the voice
was

Added chime, more
indicators (markers),
and debug messages for
the dyad

4 Dyad UX enhancements Questions were too simple
or too complicated
(depending on age of the
kid)
Timing of prompts not
great

Created new questions
Implemented new
timing mechanism

5 Human-recorded voice Timing issues remain Added another timing
mechanism
Experimented with new
books with more
markers per page

6 Content creator timing
tweaks

Audio not playing
correctly in certain
browsers

Migrated to
standardized Android
devices

7 Android devices/Usability
Study

Requested repeat button
Some prompts fired at the
wrong place

Android App
Repeat functionality
added
Revised n-gram lists

8 Android App/Efficacy
Study

Data analysis is currently
underway

Stay tuned

use cases, and an SFTP research repository was created to store session artifacts (such
as MP3s) from the system. While a monolithic app, such as a Single Page Application
(SPA), would likely have made the system feel more cohesive, we chose this approach
both to separate the roles further and make it easier to iterate on features specific to those
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roles. For example, adding blinking lights to the dyad interface could be done without
touching any of the other user groups’ interfaces.

4.3 Prototype 2: UX Enhancement, Human Voice, and Tweaks

We completed an initial user test following the first prototype. Based on feedback, we
enhanced the user experience bypolishing the questions asked and swappingout the robot
voice with human voice. We also uncovered technical problems with prompt timing and
frequency during this initial test (see Table 1, Iterations 4–5). To address these issues, we
experimented with two alternative mechanisms for transcribing the audio. The original
mechanism involved streaming the audio directly from the back-end to Google, which
would return a transcript upon speakers’ natural pauses. The new second mechanism
had Google return transcriptions immediately, though it had similar issues since it often
contained errors and low confidences. The new third mechanism would create MP3s
from the audio stream on a fixed interval of 8 to 13 s for submission to Google, which
seemed to improve both the frequency and reliability of responses. A toggle was created
to select which mechanism was to be used per book, and we tested each to determine
which worked best. For most books, mechanism three with intervals of 8, 9, or 10 s
worked well, though the original mechanism was retained for two of the test books.

Our subsequent user testing revealed yet another technical obstacle (Table 1, Iteration
6). At this point, the app had been solely an in-browser app tominimize hard-drive space.
However, this benefit was not able to be realized since we found that some Chrome
browser versions were preventing the audio files from playing successfully. Specifically,
the anti-spam measures built into the browsers were the culprit. To solve the issue with
media blocking, we moved the front-end into our standalone coaching app, which was
built in Expo/React for Android devices.

4.4 Prototype 3: Android App and Continued Iterations

The third prototype was then created as an Android app to address these compatibility
issues. Due to our values of accessibility and the belief that the technology should work
even on low-end devices, we acquired older versions of Android phones for use in our
first formal usability test. We standardized each device, ensuring that each phone had
identical installs, operating systems, and permissions set. Since we were intending to
deploy only into browsers at this time, this allowed us to minimize issues that might
arise that were not related to our technology. It also allowed us to focus our attentions
specifically on the technology, and not on attempting to troubleshoot with a distant user.
To be specific, once the user clicked on a book in the app (see Fig. 1 left), they were taken
to the browser-based page (see Fig. 2 right) where they could then start their reading
session.

After the installation, we mailed the phones (with return envelopes) to the 20 partici-
pating families (18mothers, 2 fathers; 10 boys and 10 girls) in our formal usability study.
The dyads read with and without the app in remote Zoom sessions as well as at-home
reading sessions. During the first Zoom session, participants first read without using the
app. We then introduced them to the app and dialogic reading strategies. They then read
again with the app. After providing feedback to the team, we asked the participants to
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read at home using the app before their next session scheduled 2–4 weeks later. The
second Zoom session repeated largely the same procedure, though families no longer
needed the app introduction.

After gaining the extended exposure to the app, the families revealed that the appwas
easy to use (see [16] for amore detailed report of the usability results). However, they also
echoed our findings from previous iterations, such that the timing of the conversational
agent could be off. Some participants even thought that it was because of their own
reading pace. Because they occasionally missed a question prompt, multiple participants
asked for a repeat button on the app.

We built the repeat function into the newest iteration of the app (see Fig. 3) and
addressed the timing concern this time by manually checking the auto-generated unique
n-grams and removing the ones that were not so unique after all (e.g., “shimmer” was a
marker word on page 3 of The Rainbow Fish while “shimmery” was a marker word for
page 18).

In playtesting the new set of marker words, we also discovered a rarely occurring
bug in which two sessions could cross-communicate triggers, due to how the temporary
MP3s that were being sent to Google Cloud were stored. For example, one dyad could
be reading a book at the same time as another dyad, which might trigger incorrect
prompts to be activated in the second dyad’s session. Similarly, dyad 2’s reading could
trigger the incorrect prompts for dyad 1. While we did not observe this happening in
any studies, it may have been responsible for some of these early timing issues that we
encountered during in-house testing. To ensure future users do not encounter prompts
from thewrong books,we resolved the issue by implementing additional codes to prevent
collisions among the temporary MP3s.

Additionally, because, among other things, we wanted to investigate how the app
could function on participants’ own devices, this newest version is completely contained
within the app (see Fig. 3); participants are no longer taken to a browser page to start
their reading session. The newest version had now been implemented in an efficacy study
on whether the educational app could help caregivers improve their dialogic reading
practices. Data analysis from the efficacy study is still underway, though the analyses
from the usability participants’ reading sessions with the app suggest the conversational
agent indeed promoted conversations between caregivers and children [17].

5 Discussion

One persistent issue that gave us a lot of trouble was the timing of the responses by the
agent. This is a commonly recognized challenge in the design and creation of conversa-
tional agents [18, 19], especially balancing the tension between processing speech inputs,
deciding on appropriate responses, in a way that feels natural to the ongoing conver-
sation. Corroborating similar work, we also experienced difficulty triggering prompts
from the CA fast enough and with enough frequency. For the former, parents would
sometimes have turned the page and would need to return to the previous one to have the
discussion with the child. For the latter, if the agent was not responding often enough
the parents would assume a technical issue had occurred and would turn their attention
to the screen. This was exacerbated by our decision to ensure the technology would be
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Fig. 3. Screenshot of the newest version of the literacy app. The “Repeat” button is displayed on
the bottom, and participants are no longer taken to a browser page while reading.

deployable on low-end devices. As a result, given our resource constraints we decided to
switch to anAndroid app rather than build out a technology stack that could respondwith
increased optimal timing. As recommended by other conversational agent design work,
possible solutions include developing backchannels for feedback so that users are aware
of the agent’s intent to participate in a more conversationally natural manner, though
this also brings up a tension with our design where we did not want the conversation to
be conducted with our agent itself but only augmented with one way prompts [18, 19].

On a positive note, the simple design of the tech stack made it possible for such a
small team to make a tool that ultimately families enjoyed using. Using just websockets
made it straightforward to switch to an Android app. It also made it easy to add and
modify both content and how that content was used by the front-end, since no API
endpoints needed to be configured to support the change.

Additionally, the decision to use the low-end devices in the first formal test with
remote users turned out well. First, we were able to ensure that the technology worked
even with phones that were not that fancy. Second, by standardizing each device and the
installation, we were able to concentrate on the usability of our technology. For example,
browser plug-ins that change website functionality, system permissions incorrectly set to
blockmicrophone access, or having the audio volume turned off could have prevented the
technology fromworking. Although the setup andmailing process was time-consuming,
it helped us avoid encountering issues that may be irrelevant to the application we were
developing.
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Some lingering issues remain with regard to our literacy app’s content. We tested 15
books throughout development, and only eight seemed to have enough unique markers
to allow prompts frequent enough to engage the parents. Children’s books often contain
repetitions to help children get into the rhythm of reading and reinforce learning concepts
[20]. This pattern makes it challenging at times to identify books that work well with the
app as they must contain unique marker words to trigger the types of dialogic reading
prompts we wanted to target. There is also a copyright-related issue related to scaling
the app for public usage. The app requires the uploading of the full, exact text of each of
the books to be read aloud. Copyright permissions for popular children’s books are often
difficult and/or costly to obtain. Books also go out of print at times, making it harder to
obtain hard copies.

To address aforementioned issues, one potential solution could involve the cre-
ation of a dedicated series of children’s books designed to seamlessly integrate with
the application. Furthermore, future endeavors could leverage recent advancements in
both artificially generated art and conversation. For example, the current version of the
conversational agent relied on prewritten prompts. Therefore, a promising avenue for
future research could involve exploring whether new and different dialogic prompts that
are generated each time the same book is read aloud might maintain a higher level of
novelty and engagement in the caregiver-child dyad’s reading experience over time (as
it is common for young children to want to read the same story over and over again).

6 Conclusion

We developed a semi-intelligent conversational agent who asked questions related to
children’s books that caregiver-child dyads read aloud. The questions were meant to
both model the dialogic reading strategies for caregivers as well as prompt conversations
between the human dyads. Throughout development and multiple iterations of playtest-
ing and formal testing, we uncovered various kinks and attempted to address them while
adhering to our design principles/values of having the technology be accessible, easy
to ease, and not the centerpiece of the experience. As we continue our exploration, we
hope this technology can do its part in promoting early literacy, and that this paper can
be helpful to others pursuing similar lines of work.
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